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Information gain in an optical bistable system by stochastic resonance
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We have shown an experimental demonstration of information gain due to the stochastic resonance in an
optical bistable system, that is, information hidden in the input wave form appears in the output of a nonlinear
system when the input noise amplitude is adequate. The optical bistable system is a hybrid type comprising a
LiNbO3 crystal with an electric feedback loop, and the input of the system is the sum of a binary bit series and
a Gaussian colored noise. The information gain is proved to be prominent when the noise cutoff frequency is
larger than the bit rate.

DOI: 10.1103/PhysRevE.67.061102 PACS number~s!: 05.40.Ca, 05.45.2a, 42.65.Pc
d
tiv

e
n
f
ua

g-
or
in
n,
s
e
a
ig-

o
a-

b

tr
a
to
is
th
a
ls
f

n
a
m

h
-io

ve-
an

r,
G1
s

ent.

-
i-
an.

and
ra-
I. INTRODUCTION

The transmission of a coherent signal is enhanced by a
ing random noise in a nonlinear system. This coopera
phenomenon is called stochastic resonance~SR! and has at-
tracted much interest in various fields@1#. Particularly, inten-
sive studies have been made on the information gain du
SR @2–5#. If SR brings about information gain, informatio
hidden in the input wave form appears in the output o
nonlinear system. In systems such as superconditing q
tum interference device@2#, neuronal systems@3#, level
crossing detector@4#, and CdS crystal@5#, the output signal-
to-noise ratio~SNR! exceeds the input one for periodic si
nals. However, since periodic signals contain no finite inf
mation, the gain of SNR cannot mean the information ga

SR with aperiodic signals, which have finite informatio
has been studied and definitions of measures of the tran
formation in place of the conventional SNR were propos
@6–14#. Barbayet al. studied the dynamical behavior in
vertical cavity surface emitting laser with a binary input s
nal @6#. The mutual information was used as a measure@7,8#
in studies on neuronal systems using models with thresh
nonlinearity with a binary input signal. However, inform
tion gain has not been discussed in the above studies@6–14#.
In a recent paper, Misonoet al. showed that information
shows gain in a bistable system for a binary input signal
numerical simulation@9#.

In the present study, we show an experimental demons
tion of information gain in an optical bistable system for
binary input signal. Transmission of information is proved
show the resonance peculiar to SR with the addition of no
and information hidden in the input wave form appears in
output of the system when the noise amplitude is adequ
The influence of the bandwidth of noise in this system is a
studied, and we show that a broadband noise is favorable
SR and information gain. In addition to the interest in fu
damental characteristics, this subject is practically signific
because instruments, such as a noise generator or an a
fier, have limited bandwidths.

II. EXPERIMENT

The experimental setup is illustrated in Fig. 1. The lig
source is a cw Ti:sapphire laser pumped by an argon
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laser. The laser output is vertically polarized and its wa
length is 780 nm. The intensity of light is modulated by
electro-optic modulator~EOM!. The driving voltage of the
EOM is the sum of binary bit seriess(t), a colored noise
j(t), and bias voltage.

Signal s(t) and noisej(t) are generated in a compute
and are transferred to arbitrary wave form generators, AW
and AWG2, respectively. Fors(t), a pseudorandom bit serie
with a period of 21521 bits is used, and its bit rateR is 1
kbit/s. Data of 3 kbits are used in a single measurem
Noisej(t) is the Ornstein-Uhlenbeck~OU! noise@15#,

dj~ t !

dt
52

1

t
j~ t !1

ADh

t
jw~ t !, ~1!

wheret is the correlation time of noise,D is the noise in-
tensity, andjw(t) is the white noise. The noise cutoff fre
quency isf c51/(2pt). The OU noise in the present exper
ment has a Gaussian amplitude distribution with zero me
The noise data consist of 8 bit/word3106 words.

FIG. 1. Schematic diagram of the experimental setup. PD1
PD2, photodiodes, AWG1 and AWG2, arbitrary wave form gene
tors, PBS, polarization beam splitter.
©2003 The American Physical Society02-1
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The output of the EOM is fed as the input to an optic
bistable system. A part of the EOM output is used to mon
the input intensityzin(t) to the bistable system with a pho
todiode~PD1!.

The optical bistable system is a hybrid one comprising
amplitude modulator with an electric feedback loop@16,17#.
The amplitude modulator is composed of an electro-op
crystal (LiNbO3, 134330 mm3), a l/4 plate, and a polar-
izer. The output intensity of the amplitude modulator is co
verted to an electric signal by a photodiode~PD2!. The sig-
nal is amplified and is then fed back to the LiNbO3 crystal
with the bias voltage. The bandwidth of the amplifier is
kHz, and this limits the response of the optical bistable s
tem. The output of the bistable system iszout(t).

Wave forms,zin(t) andzout(t) are introduced as the inpu
to a digital oscilloscope (105 samples/s) and are transferre
to a computer. Each bit in these wave forms is decided to
high or low by the computer. Thus the input bit seriessin(t)
and the output bit seriessout(t) are obtained fromzin(t) and
zout(t), respectively. The decision timings in each bit for t
input and for the output wave forms are at the center an
the end of each bit, respectively. Bit seriessin(t) andsout(t)
are compared with the original bit seriess(t), thus the input
mutual informationI in5I „s(t),sin(t)… and the output mutua
information I out5I „s(t),sout(t)… are obtained.

The mutual information is defined as follows. Here a
in the original bit seriesx is high with a probabilitypx , and
is low with a probabilitypx̄512px . Similarly a bit in the
input or in the output bit seriesy is high with a probabilitypy
and is low with a probabilitypȳ512py . Conditional prob-
ability pyx is thaty is high under the condition thatx is high,
and the other conditional probabilities are defined in a si
lar way. Mutual informationI (x,y) between the bit seriesx
andy is defined as@7#

I ~x,y!5H~y!2H~yux!, ~2!

H~y!52pylog2py2pȳlog2pȳ , ~3!

FIG. 2. Noise amplitude dependence of the output mutual in
mation I out ~circles! and input oneI in ~triangles!, where the hori-
zontal axis is the normalized noise amplitudes. The signal ampli-
tudeA is 0.8, andf c /R, the ratio of the noise cutoff frequency an
the bit rate, is 10.
06110
l
r

n

c

-

-

e

at

t

i-

H~yux!5px~2pyxlog2pyx2pȳxlog2pȳx!

1px̄~2pyx̄log2pyx̄2pȳx̄log2pȳx̄!, ~4!

whereH(y) is the entropy ofy andH(yux) is the conditional
entropy ofy for a given value ofx. When px5px̄5py5pȳ
51/2, for example,I (x,y) takes the following values. If bit
seriesy is identical to the original bit seriesx, that is, all of
the information is transmitted, then conditional probabiliti
pyx andpȳx̄ become unity, whilepȳx andpyx̄ are 0, and thus
I (x,y) is unity. On the other hand, ify has no correlation
with x, that is, no information is transmitted, then all of th
conditional probabilities are 1/2, and thusI (x,y) is 0.

III. RESULTS AND DISCUSSION

In the optical bistable system a hysteresis loop appe
which is obtained by increasing and by decreasing the in
intensity continuously. The input signal amplitude, the diffe
ence of light intensity between high and low bits, is norm
ized by rangeh of the input intensity which has two stabl
outputs. Normalized noise amplitudes is obtained by divid-
ing twice the standard deviation of noise byh. In our experi-
ment, the normalized signal amplitudeA is 0.8, and the bias
voltage of the EOM is set at a value at which the inp
intensity of the optical bistable system is at the center of
bistable range when there is no signal or noise.

Figure 2 shows the noise amplitude dependence of
input and output mutual information, where the horizon
axis is the normalized noise amplitudes, and the noise cut-
off frequency f c is 10 kHz (f c /R510). While the input
mutual information I in decreases monotonically ass in-
creases, the output mutual informationI out shows the reso-
nancelike enhancement. Whens.1.3, I out exceedsI in .
This means that information hidden in the input wave fo
appears in the output of the optical bistable system eve
the bit series is buried in noise whose amplitude is su
ciently large.

r- FIG. 3. Noise amplitude dependence of the output mutual in
mationI out ~circles! and the inputI in ~triangles!, where the horizon-
tal axis is the normalized noise amplitudes. The signal amplitude
A is 0.8, andf c /R, the ratio of the noise cutoff frequency and the b
rate, is 0.1.
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Figure 3 shows the noise amplitude dependence of
mutual information whenf c is 100 Hz (f c /R50.1). The
output mutual informationI out takes small values and hard
shows resonance. The noise with a small value off c /R
causes the interwell motion less frequently even when
noise amplitude is optimized because noise makes s
change in the duration of a single bit. In the range shown
Fig. 3, I out does not exceedI in .

Figure 4 shows the dependence of the resonance curv
I out on noise cutoff frequencyf c . The values off c are 100
Hz, 400 Hz, 1 kHz, 2 kHz, 4 kHz, and 10 kHz (f c /R
50.1, 0.4, 1, 2, 4, and 10) in increasing order. The cur
for larger values off c show more remarkable resonance.

The gain of the mutual information~GMI!, I out2I in , is
shown in Fig. 5 for the same values off c shown in Fig. 4.
When GMI is positive, more information is obtained fro
the output of the optical bistable system than from the inp
GMI takes large positive values for large values off c . In the
present experiment, no gain is obtained whenf c is 100 Hz
( f c /R50.1). The experimental results have the same ch
acteristics as those of the simulation results@9# (note that the
noise intensityD5s2/(2p f c) is used in Ref.@9#).

In Fig. 5, mutual information has remarkable gain wh
ratio f c /R is more than unity, and has small or no gain in t
opposite case. Whenf c /R510, the maximum value of GMI
is 0.5, a large enhancement of transmitting of information
achieved by the optical bistable system. This enhancem
can also be seen in Fig. 2. Whens52.2, while I in takes a
small value, 0.5,I out is nearly unity. This kind of increase in
the mutual information by transmitting through the optic
bistable system is realized whens.1.3.

In Fig. 2, whens51.2, for example, transmitting th
wave form through the bistable system in itself results in
degradation of the mutual information. Nevertheless, the
hancement of the transinformation is realized in the follo

FIG. 4. Dependence of the resonance curve on the noise c
frequencyf c for f c /R50.1, 0.4, 1, 2, 4, and 10, whereR is the bit
rate. The signal amplitudeA is 0.8.
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ing way. Intentionally we added more noise to the inp
wave form to reachs52.2, and then transmitted the wav
form through the optical bistable system. Thus the enhan
ment of the mutual information is achieved by adding no
in spite of its paradoxical appearance. Whenf c /R is small,
enhancement of transinformation cannot be achieved by
procedures described above.

IV. CONCLUSION

We have studied SR with a binary input signal in an o
tical bistable system employing mutual information as
measure of the transinformation. Whenf c /R is large, the
output mutual information of the optical bistable syste
shows remarkable resonance, and information hidden in
input wave form appears in the output of the optical bista
system, that is, information has gain. Whenf c /R is small,
the output mutual information hardly shows resonance,
the benefits of the information gain are not significant.

The information gain in the optical bistable system is s
nificant for fundamental interest, and, moreover, it is ben
cial to applications, such as optical communication and
age processing@9#. The results of the present study can
applied to higher-speed signals because the shapes of
nance curves and GMI curves depend not on the value of c
itself, but also on the ratio off c /R. Processing higher-spee
signals is practicable by broadening the bandwidth of
feedback loop in the optical bistable system.
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off FIG. 5. Dependence of the GMI,I out2I in , on the noise cutoff
frequencyf c for f c /R50.1, 0.4, 1, 2, 4, and 10, whereR is the bit
rate. The signal amplitudeA is 0.8. The positive value of GMI
means that more information is obtained from the output of
bistable system than from the input.
2-3



y-

a-
n

rk

t-

C

s.

.

s.

o-

tt.

t.

MISONO et al. PHYSICAL REVIEW E 67, 061102 ~2003!
@1# V.S. Anishchenko, A.B. Neiman, F. Moss, L. Schimansk
Geier, Usp. Fiz. Nauk169, 7 ~1999!; L. Gammaitoni, P.
Hänggi, P. Jung, and F. Marchesoni, Rev. Mod. Phys.70, 223
~1998!; A. Bulsara and L. Gammaitoni, Phys. Today49~3!, 39
~1996!; Proceedings of International Workshop on Fluctu
tions in Physics and Biology: Stochastic Resonance, Sig
Processing, and Related Phenomena, edited by R. Mannella,
P.V.E. McClintock, and A. Bulsara@Nuovo Cimento D17, 661
~1995!#; Proceedings of the NATO Advanced Research Wo
shop on Stochastic Resonance in Physics and Biology, edited
by F. Moss, A. Bulsara, and M.F. Schlesinger@J. Stat. Phys.70,
1 ~1993!#.

@2# M.E. Inchiosa, A.R. Bulsara, A.D. Hibbs, and B.R. Whiteco
ton, Phys. Rev. Lett.80, 1381~1998!.

@3# F. Liu, Y. Yu, and W. Wang, Phys. Rev. E63, 051912~2001!.
@4# Z. Gingl, R. Vajtai, and L.B. Kiss, Chaos, Solitons Fractals11,

1929 ~2000!.
@5# J. Grohs, S. Apanasevich, P. Jung, H. Issler, D. Burak, and

Klingshirn, Phys. Rev. A49, 2199~1994!.
@6# S. Barbay, G. Giacomelli, and F. Marin, Phys. Rev. E63,

051110~2001!.
06110
al

-

.

@7# A.R. Bulsara and A. Zador, Phys. Rev. E54, R2185~1996!.
@8# F. Chapeau-Blondeau, Phys. Rev. E55, 2016~1997!.
@9# M. Misono, T. Kohmoto, Y. Fukuda, and M. Kunitomo, Phy

Rev. E58, 5602~1998!.
@10# A. Neiman, B. Shulgin, V. Anishchenko, W. Ebeling, L

Schimansky-Geier, and J. Freund, Phys. Rev. Lett.76, 4299
~1996!.

@11# G. Hu, D. Gong, X. Wen, C. Yang, G. Qing, and R. Li, Phy
Rev. A46, 3250~1992!.

@12# C. Heneghan, C.C. Chow, J.J. Collins, T.T. Imhoff, S.B. L
wen, and M.C. Teich, Phys. Rev. E54, R2228~1996!.

@13# J.J. Collins, C.C. Chow, and T.T. Imhoff, Phys. Rev. E52,
R3321~1995!; Nature~London! 376, 236 ~1995!.

@14# A. Neiman and L. Schimansky-Geier, Phys. Rev. Lett.72,
2988 ~1994!.

@15# A.J.R. Madureira, P. Jung, and P. Ha¨nggi, Phys. Rev. A54, 755
~1996!.

@16# E. Garmire, J.H. Marburger, and S.D. Allen, Appl. Phys. Le
32, 320 ~1978!.

@17# M. Misono, T. Kohmoto, Y. Fukuda, and M. Kunitomo, Op
Commun.152, 255 ~1998!.
2-4


